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METHOD AND SYSTEM FOR AN
AUTOMATIC CONTENT RECOGNITION
ABSTRACTION LAYER

CROSS-REFERENCE TO RELATED
APPLICATIONS/INCORPORATION BY
REFERENCE

This application makes reference to, claims priority to, and
claims the benefit of U.S. provisional application 61/596,012,
filed on Feb. 7, 2012.

This application also makes reference to:

U.S. patent application Ser. No. 13/730,422 filed on Dec.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012,

U.S. patent application Ser.

2012; and
U.S. patent application Ser.

2012.

Each of the above referenced applications is hereby incor-
porated herein by reference in its entirety.

28,

No. 13/730,459, filed Dec. 28,

No. 13/730,495, filed Dec. 28,

No. 13/730,530, filed Dec. 28,

No. 13/730,754, filed Dec. 28,

No. 13/730,559, filed Dec. 28,

No. 13/730,579, filed Dec. 28,

No. 13/730,593, filed Dec. 28,

No. 13/730,759, filed Dec. 28,

No. 13/730,627, filed Dec. 28,

No. 13/730,644, filed Dec. 28,

No. 13/730,656, filed Dec. 28,

No. 13/730,670, filed Dec. 28,

No. 13/730,691, filed Dec. 28,

No. 13/730,702, filed Dec. 28,

No. 13/730,718, filed Dec. 28,

No. 13/730,734, filed Dec. 28,

FIELD OF TECHNOLOGY

Certain embodiments of the invention relate to digital
audio/video content recognition. More specifically, certain
embodiments of the invention relate to a method and system
for an automatic content recognition abstraction layer.

BACKGROUND

Smart or connected televisions (TVs) may receive data
from data networks that allow a viewer to not only access
broadcast digital content, but to also receive multimedia con-
tent.

Further limitations and disadvantages of conventional and
traditional approaches will become apparent to one of skill in
the art, through comparison of such systems with some
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2

aspects of the present invention as set forth in the remainder of
the present application with reference to the drawings.

BRIEF SUMMARY OF THE INVENTION

A system and/or method is provided for an automatic con-
tent recognition abstraction layer, substantially as shown in
and/or described in connection with at least one of the figures,
as set forth more completely in the claims.

These and other advantages, aspects and novel features of
the present invention, as well as details of an illustrated
embodiment thereof, will be more fully understood from the
following description and drawings.

BRIEF DESCRIPTION OF SEVERAL VIEWS OF
THE DRAWINGS

FIG. 1 is a high-level block diagram that illustrates an
exemplary automatic content recognition system with
abstraction layer, in accordance with an embodiment of the
invention.

FIGS. 2A-2C are each a block diagram that illustrates
details of the exemplary automatic content recognition sys-
tem with abstraction layer shown in FIG. 1, in accordance
with embodiments of the invention.

FIG. 3 is a high-level functional of an exemplary work flow
for an automatic content recognition with an abstraction
layer, in accordance with an embodiment of the invention.

FIGS. 4A-4C are each a flow diagram that illustrates exem-
plary steps in the operation of an automatic content recogni-
tion system with an abstraction layer, in accordance with
embodiments of the invention.

FIG. 5A is a block diagram that illustrates an exemplary
real-time event manager (RTEM), in accordance with an
embodiment of the invention.

FIG. 5B is a block diagram that illustrates an exemplary
real-time fingerprint server, in accordance with an embodi-
ment of the invention.

FIG. 6 is a flow diagram that illustrates exemplary steps in
the generation and assignment of event identifiers for trigger-
ing interactive events in an automatic content recognition
system with an abstraction layer, in accordance with an
embodiment of the invention.

DETAILED DESCRIPTION OF THE INVENTION

Certain embodiments of the invention may be found in a
method and system for an automatic content recognition
(ACR) abstraction layer. Various embodiments of the inven-
tion provide for a system architecture that implements the
ACR abstraction layer based on utilizing a real-time event
manager (RTEM) to communicate with multiple fingerprint
servers. The RTEM can operate as a triggering mechanism
that provides events (i.e., event identifier and corresponding
data) to the multiple fingerprint servers (RTFS’s), each of
which associates the event(s) to the corresponding finger-
prints of the broadcast network. Each RTFS may employ a
different fingerprinting technology. At least portions of the
system architecture can be synchronized using a network/
broadcast time server, which is also referred to as a network
protocol time (NTP) server. That is, the RTEM and the fin-
gerprinting servers can operate based on a common reference
clock provided by the NTP server. Each of the fingerprint
servers may generate a set of video fingerprints in real time
from a network television feed by utilizing a video fingerprint
technology that is different from the technology utilized by
any of the other fingerprint servers. The different fingerprint-
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ing technologies may be from different fingerprinting ven-
dors, for example. The fingerprint servers may also be
referred to as real-time fingerprint servers (RTFSs). A moni-
tor application in the ACR system may be operable to assign
one or more interactive event identifiers to the RTEM by
associating an NTP broadcast time to a fingerprint that is then
propagated to other fingerprint systems (e.g., fingerprint serv-
ers) via an application programming interface (API). The
fingerprint servers may communicate the sets of video finger-
prints and interactive event identifiers to corresponding fin-
gerprint match systems, which in turn may communicate with
devices that utilize the same video fingerprint technology as
the corresponding fingerprint server.

The assignment of the event identifiers is based on a broad-
cast NTP time corresponding to each identified event. The
event identifiers may provide information about different
interactive events that may take place in a connected or smart
TV. A connected TV may refer to, for example, a television
that has internet access and/or is capable of running applica-
tions. The event identifiers may also be referred to as inter-
active event identifiers (IDs), for example. The event identi-
fiers may be determined in real time from a director’s input
for live programming, apriori from a predetermined network
schedule, or from previously ingested content with interac-
tivity defined (e.g., oftline content). When determined from
previously ingested content, the interactive event identifiers
may be determined using a video fingerprinting process that
is separate from those utilized by the fingerprint servers. This
process may rely on any of the video fingerprinting technolo-
gies utilized by the fingerprint servers or on a different tech-
nology altogether

The abstraction layer may refer to, for example, the ability
of an ACR system to assign the same event identifiers to
different sets of video fingerprints that are generated by dif-
ferent video fingerprint technologies. That is, by appropri-
ately timing the assignment of event identifiers to multiple
sequences of video fingerprints that are generated from the
same video content but with different video fingerprinting
technologies, a single ACR system is able to support video
fingerprinting technologies from multiple vendors. This
approach allows the ACR system to be both flexible and
scalable with respect to fingerprint technology vendors.

Fingerprinting, and more particularly ACR fingerprinting,
may refer to a process by which features of a video frame or
a set thereof, and/or of an audio frame or a set thereof, may be
analyzed to create representations (i.e., fingerprints) for each
piece of content, for example. The fingerprints may be unique
to each piece or sequence of content and may be highly robust
against broadcast distortions such as re-encoding, aspect
ratio, frame rate, up/down conversion, and pitch correction, to
name a few. The fingerprints may be stored in a reference
database in the ACR system such that unidentified content
(e.g., content from a live network television feed or broad-
cast) may be identified by comparing fingerprints taken of the
unidentified content with the stored fingerprints.

Once the event identifiers have been assigned by the moni-
tor application and communicated to the real-time fingerprint
servers via the real-time event manager, the real-time finger-
print servers may communicate the video fingerprints and the
assigned event identifiers to corresponding fingerprint match
systems. In some instances, the fingerprint match systems
may be operated by a third party (e.g., television manufactur-
ers, vendors etc.) as hosted services over the Internet (e.g.,
cloud computing, etc.). Each of the fingerprint match systems
may communicate with devices (e.g., connected TV, tablets,
smartphones, etc.) that utilize the same video fingerprint tech-
nology utilized by the fingerprint server that corresponds to
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that fingerprint match system. These devices may be referred
to as viewer or end user devices, for example.

The fingerprint match systems receive video fingerprints
from the viewer devices and compare them to the ones
received from the real-time fingerprint servers. When a match
occurs, the fingerprint match systems may notify the viewer
devices that an interactive event is to take place if there is an
event identifier that corresponds to the matched video finger-
prints.

As described above, automatic content recognition may be
utilized across several platforms, including connected TVs
from various manufacturers as well as smartphones and tab-
lets. Since television viewing may be rapidly evolving from a
single-screen experience to a multiple-screen experience,
television networks may need to automatically identify the
context of what a viewer is watching and the time in the
program, both during a live television broadcast and in sub-
sequent viewings such as when a program is being repro-
duced by a digital video recorder (DVR). In multi-screen
viewing experiences, for example, companion applications
on second-screen devices may also be utilized to interact with
the television programming by using fingerprint technology
that is available in the second-screen device or by pairing the
second-screen device with the connected TV.

Having the ability to identify context and program timing
may enable a network to increase audience engagement,
extend viewing times, and provide program sponsors addi-
tional ways to engage with the audience, such as offering
viewers personalized advertising offers or creating a second-
screen experience during an advertisement break. These fea-
tures may be implemented by having a central video finger-
print repository and management platform that facilitates
triggering interactive events across various platforms regard-
less of the ACR vendor solution (e.g., fingerprinting technol-
ogy). For example, an ACR system may utilize a single broad-
cast ACR solution to support connected TVs from multiple
vendors as well as second-screen devices running companion
applications.

There may be instances in which the vendors of connected
TVs and supporting services are not able to associate an event
with a fingerprint. Instead, those vendors may support the
association of the content being viewed with a timeline.
Accordingly, an ACR system may need to support timeline
association in addition to event-to-fingerprint association.
For timeline association, for example, the ACR system may
be operable to create and provide a timeline that spans the
duration of a program or show. The timeline can be distributed
to the corresponding connected TV's supported by the vendors
through vendor servers. With the timeline available, the con-
nected TV can launch an event when the appropriate point in
the timeline is reached.

Below are described various examples of aspects related to
an ACR system that utilizes an architecture based on the
abstraction layer. These exemplary aspects may comprise the
system architecture, processes, APIs, and/or web-based ser-
vices.

FIG. 1 is a high-level block diagram that illustrates an
exemplary automatic content recognition system with
abstraction layer, in accordance with an embodiment of the
invention. Referring to FIG. 1, there is shown an ACR system
100 that implements an abstraction layer to support finger-
printing technology from multiple vendors. The ACR system
100 may comprise an offline fingerprint module 110, a moni-
tor application module 115, a real-time event manager
(RTEM) 120, a plurality of RTFSs 122, . . . , 124, fingerprint
match systems 130, ACR-based devices 140, an applications
and analytics module 150, and a timeline/event creation mod-
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ule 160. In some instances, at least some of the functions of
the monitor application module 115 and of the RTEM 120
may be combined and may be provided by a common device
or component of the ACR system 100.

The ACR system 100 may also comprise an NTP server
170 that is operable to provide synchronization to various
parts of the ACR system 100 via a common reference clock.
For example, the NTP server 170 may be operable to syn-
chronize the operation of the RTEM 120 with the operation of
the RTFSs 122, . . ., 124. The operations of the NTP server
170 may be based on, for example, the Internet Engineering
Task Force (IETF) RFC 5905 “Network Time Protocol Ver-
sion 4: Protocol and Algorithms Specification.”

The offline fingerprint module 110 may comprise suitable
logic, circuitry, code, and/or interfaces that may be operable
to handle the offline fingerprinting portion of the operations
performed by the ACR system 100. The offline fingerprint
module 100 may be operable to receive pre-recorded or
offline content such as commercials, programs, and promo-
tions, for example. In this regard, the offline fingerprint mod-
ule 100 may be able to ingest and process content with defined
interactivity. The monitor application module 115 may com-
prise suitable logic, circuitry, code, and/or interfaces that may
be operable to process a network television feed and the
content handled by the offline fingerprint module 110 to
create a real-time timeline and/or real-time event triggers.
During the process, the monitor application module 115,
and/or the timeline/event creation module 160, may interact
with backend analytics databases that comprise user-engage-
ment data, for example. Some of the operations that may be
performed by the offline fingerprint module 110 may com-
prise, for example, ingest operations, storage operations,
monitoring operations, and/or content version comparison
operations.

The RTEM 120 may comprise suitable logic, circuitry,
code, and/or interfaces that may be operable to manage real-
time events based on inputs provided by one or more sources.
For example, the RTEM 120 may be operable to manage
real-time events based on events stored in an interactive time-
line archive, a network schedule, and/or those provided by an
interactive director that may assign interactive event IDs to
live programming as the network television feed is being
fingerprinted in real time. Moreover, the RTEM 120 may be
operable to trigger interactive events in legacy systems and/or
in web-based systems. The RTEM 120 may be referred to as
a real-time event trigger infrastructure, for example. The
RTEM 120 may comprise a real-time event inserter (RTEI)
(not shown), which is operable to insert the events into the
RTFSs 122 ... 124.

In accordance with an embodiment of the invention, the
RTEM 120 may be operable to instruct the monitor applica-
tion module 115, and/or the timeline/event creation module
160 to record the fingerprints associated with a live program
as well as to store the corresponding set of events created
during the live program in the interactive timelime archive.
This enables playback of the program with interactivity even
after expiration of the corresponding fingerprints in the ven-
dor’s third party database. This may occur in instances when
there is a re-broadcast of the live event at a subsequent date. In
the case of timeline based devices, the events may be stored
and timeline retrieval may be enabled even during the active
window of the corresponding fingerprints since there will be
no available event-to-fingerprint association.

In accordance with an embodiment of the invention, the
RTEM 120 may be operable to receive one or more inputs
from a user (e.g., an interactive director), and to generate
based on those inputs, interactive event identifiers that can be
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communicated to the fingerprint servers where they can be
associated with or assigned to the video fingerprints gener-
ated by the fingerprint servers. The RTEM 120 may be oper-
able to communicate the interactive event identifiers to a
television system (e.g., legacy system) and/or to a web sys-
tem. The interactive event identifiers may be utilized in the
television system and/or in the web system to trigger interac-
tive events. Moreover, the communication of the interactive
event identifiers may be based on one or more of an EBIF, an
HTTP live streaming (HLS), a satellite network protocol, or
some other protocol.

The RTFSs 122, . . ., 124 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to
handle fingerprinting and fingerprint communications to the
fingerprint match systems 130. Since each vendor or televi-
sion manufacturer is likely to utilize its own fingerprint tech-
nology, each of the RTFSs 122, . . ., 124 may be a dedicated
server for each of the fingerprint technologies supported by
the ACR system 100. In some embodiments of the invention,
a portion of the RTFSs 122, . . ., 124 may be operable to
perform video fingerprinting while the remaining portion of
the RTFSs 122, . . ., 124 may be operable to perform audio
fingerprinting or some combination thereof. Fingerprint tech-
nologies from multiple vendors may utilize different compu-
tations to perform fingerprinting of video and/or audio
frames. For example, each fingerprint technology may utilize
a specific set of algorithms, parameters, operations, and/or
data processing methods, for example.

The fingerprint match systems 130 may comprise suitable
logic, circuitry, code, and/or interfaces that may be operable
to enable hosted services in the Internet for matching finger-
prints produced by the RTFSs 122, . . ., 124 with fingerprints
produced by the ACR-based devices 140. Each of the finger-
print match systems 130 corresponds to a particular ACR or
fingerprint technology. In this regard, each of the fingerprint
match systems 130 may be supported by a third party such as
a TV manufacturer, for example.

The fingerprint match systems 130 may be operable to
compare fingerprints produced by the ACR-based devices
140 with fingerprints provided by the RTFSs 122, . . ., 124.
‘When matches occur, the fingerprint match systems 130 may
indicate that interactive events are to take place in the ACR-
based devices 140. These interactive events may allow a
viewer to be presented with information on the screen or
display of an ACR-based device and to interact with the
device based on the information presented.

The ACR-based devices 140 may comprise a plurality of
devices such as connected TVs, connected TV with paired
devices (e.g., tablets), and second screen devices such as
smartphones and tablets, for example. The ACR-based
devices may be referred to as viewer devices, for example.
Since each of the fingerprint match systems 130 supports a
different ACR or fingerprint technology, those ACR-based
devices 140 that support a particular fingerprint technology
are operable to communicate with the corresponding finger-
print match systems 130 that support the same fingerprint
technology. Moreover, when a secondary or paired device
that supports a particular fingerprint technology is used, that
device may also be able to communicate with the correspond-
ing fingerprint match system 130 that supports the compatible
fingerprint technology.

The applications and analytics module 150 may comprise
suitable logic, circuitry, code, and/or interfaces that may be
operable to provide data to the ACR-based devices 140, deter-
mine what platforms are to be served and when these plat-
forms are to be served, handle communications with third-
party partners and advertisers, handle communication with
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backend analytics databases, and determine unique responses
for a given device request (e.g., fix targeting).

The timeline/event creation module 160 may comprise
suitable logic, circuitry, code, and/or interfaces that may be
operable to produce a timeline of the content in a program or
show based on information provided by the monitor applica-
tion module 115. The timeline/event creation module 160
may then provide the timeline created to the applications and
analytics module 150 to have the timeline disseminated to the
appropriate ACR-based devices 140 that may not support
event-to-fingerprint association. Once the ACR-based
devices 140 have the timeline for a particular program or
show, they may monitor the program or show, relative to the
timeline, and launch appropriate event requests when a speci-
fied point in the timeline indicates that a particular event is to
take place.

Communication between the RTFSs 122, . .., 124, and the
fingerprint match systems 130 may occur through one or
more wireless and/or wireline communication links. Simi-
larly, communications between the fingerprint match systems
130 and the ACR-based devices 140 and/or the applications
and analytics module 150 may occur through one or more
wireless and/or wireline communication links. The commu-
nication links described above may support one or more
communication protocols. For example, communication pro-
tocols based on Internet Protocol (IP) may be typically used.
Accordingly, the RTFSs 122, . . ., 124, the fingerprint match
systems 130, and the applications and analytics module 150
may comprise suitable logic, circuitry, code, and/or interfaces
to enable the use of the communication protocols.

In operation, the monitor application module 115 and/or
the RTEM 120 may generate and/or handle event identifiers
or event triggers that correspond to specific times in a pro-
gram. These event identifiers may be generated from live
programming, from a network schedule, or from information
provided by the offline fingerprint module 110. The event
identifiers may be assigned to the appropriate fingerprints
generated by the RTFSs 122, . .., 124. Since each RTFS relies
on a different fingerprint technology, system synchronization
is needed to appropriately assign the event identifiers to the
right spot on a video and/or audio sequence. Such synchro-
nization may be achieved by the use of a common reference
clock provided by the NTP server 170.

Each of the RTFSs 122, . . ., 124 may communicate the
event identifiers and the fingerprints to its corresponding one
of the fingerprint match systems 130. The fingerprint match
systems 130 in turn receive fingerprints from their corre-
sponding ACR-based devices 140 and try to match those
fingerprints to the ones received from their corresponding
RTFSs 122, . . ., 124. When a match occurs, the event
identifier and/or other information may be passed to the
appropriate ACR-based device. With this information, the
ACR-based device may obtain, for example, interactive infor-
mation (e.g., graphics) from the applications and analytics
module 150. For example, a connected TV may receive code
or data specific for that device from a content management
system (CMS) via a cloud-based content delivery network
(CDN). There may be other actions performed by the user in
connection with the interactive event and/or other informa-
tion presented or produced in connection with the interactive
event.

FIGS. 2A-2C are each a block diagram that illustrate
details of the exemplary automatic content recognition sys-
tem with abstraction layer shown in FIG. 1, in accordance
with embodiments of the invention. Referring to FIG. 2A,
there is shown a portion 100a of the ACR system 100 that may
substantially correspond to at least portions of the offline
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fingerprint module 110, the monitor application 115, and the
timeline/event creation module 160 described above with
respect to FIG. 1. The portion 100a¢ may comprise a content
ingest module 212, an offline fingerprint ingest server 214, a
content version comparison module 216, and a fingerprint
database 220. The portion 100a may also comprise an inter-
active timeline creation module 218, an interactive timeline
archive 222, the monitor application module 115, and the
timeline/event creation module 160. Also shown are backend
databases (DB) 200a and 2005 connected to the timeline/
event creation module 160 and a playout server 274 con-
nected to the monitor application module 115.

The content ingest module 212 may comprise suitable
logic, circuitry, code, and/or interfaces that may be operable
to receive a media master 210, also referred to as an air master,
which may comprise one or more programs, commercials,
and/or promotions, for example. The content ingest module
212 may be operable to generate or create a set of proxy
videos by encoding the media master 210 utilizing different
resolutions. The highest quality proxy video may be provided
as an input to the offline fingerprint ingest server 214 while
the lowest quality proxy video may be provide to the interac-
tive timeline creation module 218. The content ingest module
212 may also provide a content ID (CID) and other associated
metadata (e.g., program data, frame number) that corre-
sponds to the content in the media master 210.

The offline fingerprint ingest server 214 may comprise
suitable logic, circuitry, code, and/or interfaces that may be
operable to use a fingerprint computation or algorithm to
fingerprint content and subsequently push the fingerprints for
archival in the fingerprint database 220. In the offline finger-
print ingest server 214, the highest quality proxy video cre-
ated by the content ingest module 212 may be fingerprinted
and may be associated with the content ID and corresponding
related metadata. In this regard, the offline fingerprint ingest
server 214 may utilize an API to automatically ingest the
media files and associated metadata from the content ingest
module 212. A graphical user interface (GUI) may also be
supported to manually ingest media files and to enter associ-
ated metadata.

The offline fingerprint ingest server 214 may be operable to
provide a management interface for the fingerprint database
220 and/or the content version comparison module 216. For
example, an API may be utilized to remove content from the
fingerprint database 220. A GUI may also be supported to
manually remove content from the fingerprint database 220.
The offline fingerprint ingest server 214 may be operable to
set priorities regarding the content to be ingested and pro-
cessed. Moreover, the offline fingerprint ingest server 214
may be operable to support, among other features, the use of
administration tools and the creation of reports, the ability to
generate progress reports on processing content and errors,
and/or recoverability after a shut down or crash.

The offline fingerprint ingest server 214 may be imple-
mented utilizing multiple modules (not shown). These mod-
ules may be operable to perform one or more functions.
Examples of those functions may comprise, without limita-
tion, receiving the content to be fingerprinted in an input or
watch folder, receiving and assigning CIDs and processing
priority utilizing content ingest management tools, support-
ing an ACR process for writing fingerprints to the fingerprint
database 220, and supporting administration tools utilized for
monitoring and reporting.

The fingerprint database 220, which may also be referred to
as a central fingerprint database, for example, may comprise
suitable logic, circuitry, code, and/or interfaces that may be
operable to store fingerprints captured by the offline finger-
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print ingest server 214 and maintain the association between
the captured fingerprints and a particular CID and media time.

In an embodiment of the invention, the fingerprint database
220 may support queries from multiple monitor applications
224. For example and without limitation, as many as 50
monitor applications 224 may query the fingerprint database
220. In response to a query, the fingerprint database 220 may
return a CID and a media time associated with the fingerprint
in a very short period of time, typically in less than one
second. For example and without limitation, the return time
by the fingerprint database 220 may be less than 10 millisec-
onds.

The fingerprint database 220 may also be operable to
respond to requests from the content version comparison
module 216 to identify differences between the master ver-
sions in the fingerprint database 220 and derivative works also
ingested into the fingerprint database 220. For example, a
movie may have different cuts or versions depending on the
time of day and/or the network in which it is to be shown. The
corresponding master and the derivative works may be
ingested, fingerprinted, and stored in the fingerprint database
220. The interactive timeline creation module 218 may have
access to the various versions of a certain work but it can
identify the master version from any of the other cuts or
versions. Typically, a request is initiated by the content ver-
sion comparison module 216 to identify the differences (e.g.,
deltas) between the master and selected derivative works. A
“delta” file is returned to the interactive timeline creation
module 218, which incorporates the changes from the master
source and automatically generates a derivative event time-
line. Multiple derivative works may be compared to the mas-
ter in the content version comparison module 216 to reduce
the processing necessary to handle the other versions.

The fingerprint database 220 may be implemented as a
distributed, fault-tolerant database that is operable to support
persistent storage of fingerprints. The fingerprint database
220 may be operable to store large amounts of content fin-
gerprints. For example and without limitation, the fingerprint
database 220 may store up to 25,000 hours of content finger-
prints. The number of hours of content fingerprints that can be
stored may vary based on the availability of storage capacity
in the fingerprint database 220.

The fingerprint database 220 may also be operable to con-
currently support the reception of content from multiple
offline fingerprint ingest servers 214, respond to queries from
multiple monitor applications 224, and/or respond to queries
from multiple content version comparison modules 216. For
example and without limitation, the fingerprint database 220
may receive content from up to 10 offline fingerprint ingest
servers 214. In another example and without limitation, the
fingerprint database 220 may respond to queries from up to 50
monitor applications 224. In yet another example and without
limitation, the fingerprint database 220 may respond to que-
ries from up to five content version comparison modules 216.
The number of requests and/or of content version comparison
modules 216 that can be supported by the fingerprint database
220 may vary based on the capacity of the fingerprint data-
base 220.

The fingerprint database 220 may be operable to support,
among other features, administrative tools and report genera-
tion, management tools to report errors, and/or recoverability
after a shut down or crash.

The fingerprint database 220 may be implemented utilizing
multiple modules (not shown). These modules may comprise
a fingerprint storage module as well as other modules that are
operable to support the process of ingesting content from the
offline fingerprint ingest server 214, the process of respond-
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ing with a CID and media time to the monitor application
module 115, and/or the process of responding to the content
version comparison module 216. One or more modules may
also be implemented to support administrative tools, moni-
toring, and/or reporting, for example.

The content version comparison module 216 may com-
prise suitable logic, circuitry, code, and/or interface that may
be operable as a tool that enables comparison of a master
version of some content to a derivative version of that same
content based on fingerprints stored in the fingerprint data-
base 220. A derivative work or piece may refer to a version of
a program, promotion, or commercial, for example, that is
different from a master version of that same program, promo-
tion, or commercial. The content version comparison module
216 may return a file listing the differences between the
master version and the derivative work based on a time code.
The file may be provided to the interactive timeline creation
module 218, for example.

The content version comparison module 216 may be oper-
able to identify sequences that have been edited to shorten the
time of handling the derivative work, the insertion of new
advertisement break locations, and/or the insertion of new
content. An example of the insertion of new advertisement
break locations may comprise the addition of black frames of
between 5 and 15 seconds. An example of the insertion of new
content may occur in instances when the derivative work is
the director’s cut rather than the original theatrical master.
The content version comparison module 216 may pass or
communicate a difference file to the interactive timeline cre-
ation module 218 to be utilized for automating the creation of
anew interactive timeline for a unique edit of a program based
on the network, the day, and/or the time of day on which the
program is to be shown.

The content version comparison module 216 may also be
operable to query the fingerprint database 220 for information
(e.g., fingerprints) to perform version comparison, to identify
advertisement break locations based on black frames of
between 5 and 15 seconds, and/or to generate an extensible
markup language (XML) or similar output file that indicates
the differences between a derivative piece and a master ver-
sion. Moreover, the content version comparison module 216
may support, among other features, the use of administration
tools and the creation of reports, the ability to generate
progress reports on processing content and errors, and/or
recoverability after a shut down or crash.

The content version comparison module 216 may be
implemented utilizing multiple modules (not shown). These
modules may be operable to perform one or more functions
such as, for example, querying the fingerprint database 220
and performing file comparison. One or more modules may
also be implemented to support administrative tools, for
monitoring, and/or reporting, for example. The monitor
application module 115 may comprise suitable logic, cir-
cuitry, code, and/or interfaces that may be operable to ingest
a live broadcast television linear video feed and fingerprint
the content in the feed in real time. The live broadcast televi-
sion linear video feed may also be referred to as a network
television feed, for example. The live broadcast television
linear video feed can be based on a Serial Digital Interface
(SDI) video interface and/or on a High-Definition SDI (HD-
SDI) video interface. These fingerprints may be compared by
the monitor application module 115 against fingerprints
stored in the fingerprint database 220. When the comparison
results in a fingerprint match, the fingerprint database 220
may return to the monitor application module 115 the CID
and the media time of that match. The CID and the media time
may then be provided to the timeline/event creation module
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226. An API may be utilized to handle the communication
between the monitor application module 115 and the time-
line/event creation module 226.

As noted above, the monitor application module 115 may
be operable to support, for example, a SDI and/or a HD-SDI
for input that are provided from the broadcast chain prior to
encoding and uplink. In this regard, the broadcast chain may
provide the network television feed to the monitor application
module 115. Other interfaces and/or formats may also be
supported.

The monitor application module 115 may function so that
it operates ahead of any ACR-based device or viewer device
that is in the field, such as in a user’s home, for example.
Although the amount of time that the monitor application
module 115 may be ahead from ACR-based devices in the
field may vary, in a typical case the monitor application mod-
ule 115 may be approximately at least 3 seconds ahead, for
example.

The monitor application module 115 may be operable to
query the fingerprint database 220 to determine the CID and
the media time or media timeline. The monitor application
module 115 may be operable to support an API that enables
the monitor application module 115 to report the CID and the
media time to a real-time event trigger infrastructure that is
represented by the label “A” in FIG. 2A. Moreover, the moni-
tor application module 115 may support, among other fea-
tures, the use of administration tools and the creation of
reports, the use of management tools for reporting errors,
and/or the handling of failover/recovery operations.

The monitor application module 115 may be implemented
utilizing multiple modules (not shown). These modules may
comprise a module for video capture from an SDI/HD-SDI
capture card, a module that provides real-time fingerprinting
and querying of the fingerprint database 220, and a module
that supports an API to communicate the CID, media time,
and other data (e.g., duplicate CIDs, mediatime, confidence,
number of seconds). One or more modules may also be imple-
mented to support administrative tools, monitoring, and/or
reporting, for example.

The timeline/event creation module 226, which may be
implemented as part of the monitor application 226, may
comprise suitable logic, circuitry, code, and/or interfaces that
may be operable to query the interactive timeline archive 222
for events associated with the CID. The timeline/event cre-
ation module 226 may be operable to utilize the CID and the
media time received by the monitor application module 115
from the fingerprint database 220 to look up event 1Ds in the
interactive timeline archive 222. The event IDs are used to
create a real-time timeline (i.e., schedule) in XML or other
standard data format and real-time event triggers.

The interactive timeline creation module 218 may com-
prise suitable logic, circuitry, code, and/or interfaces that may
be operable to utilize the proxy video generated by the content
ingest module 212 and link an interactive timeline against the
fingerprinted media. The interactive timeline may comprise
one or more event IDs associated with a particular time in a
program, commercial, or promotion. The interactive event
IDs may be referred to as interactive event IDs, for example.
The interactive timeline archive 222 may comprise suitable
logic, circuitry, code, and/or interfaces that may be operable
to store multiple interactive timelines.

In operation, the air master 210 is received and ingested by
the content ingest module 212 and a proxy video is created.
The highest quality proxy video generated by the content
ingest module 212 may be provided to the offline fingerprint
ingest server 214 while a lower quality proxy video generated
by the content ingest module 212 may be provided to the
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interactive timeline creation module 218. The offline finger-
print ingest server 214 may fingerprint the high quality proxy
video and may send the fingerprints to the fingerprint data-
base 220 for archiving. In addition to the fingerprints, CIDs
and media times may be stored in the fingerprint database
220.

The interactive timeline creation module 218 may receive
the proxy video and may link event IDs that represent certain
desired interactive events with the program’s timeline to gen-
erate an interactive timeline. The interactive timeline may be
stored in the interactive timeline archive 222.

When a derivative piece or different version from a master
version is ingested, the content version comparison module
216 may compare fingerprints of the master version with
fingerprints from the derivative piece to generate a difference
file that is provided to the interactive timeline creation mod-
ule 218. The interactive timeline creation module 218 may
utilize the difference file to create an interactive timeline for
the derivative piece from an interactive timeline previously
generated for the master version.

The monitor application module 115 receives a network
television feed and fingerprints the video content in the feed.
The fingerprints generated are compared to those stored in the
fingerprint database 220 to obtain CIDs media times, and
potentially to act when a match is detected. The interactive
timeline archive 222 may be queried to obtain event IDs
associated with the CIDs. When event IDs are obtained, the
timeline/event creation module 226 may generate a real-time
timeline XML (or similar data format) feeds and may also
generate real-time event triggers that may be communicated
to a real-time event trigger infrastructure.

Referring to FIG. 2B, there is shown a portion 1005 of the
ACR system 100 that may comprise the RTEM 120, video
RTFSs 240, 242, and 244, an audio RTFS 246, video finger-
print vendors 250, 252, and 254, and an audio fingerprint
vendor 256. The number of video RTFSs and corresponding
video fingerprint vendors as well as the number of audio
RTFSs and corresponding audio fingerprint vendors shown in
FIG. 2B are provided by way of illustration and not of limi-
tation. More or fewer video RTFSs and corresponding video
fingerprint vendors may be utilized in the ACR system 100.
Similarly, the ACR system 100 may utilize more or fewer
audio RTFSs and corresponding audio fingerprint vendors
than those shown in FIG. 2B. The NTP server 170 of FIG. 1
is shown providing reference timing to the RTEM 120 and the
RTFSs 240, 242, 244, and 246.

Also shown in FIG. 2B are various viewer devices such as
connected TVs with paired devices 260 and 262, connected
TVs without paired devices 264, and mobile devices 266,
such as smartphones (e.g., iPhone, Android, etc.) and tablets
(e.g., 1Pad, Samsung Galaxy, etc.). A paired device associated
with the connected TVs may be a tablet, smartphone, or other
like devices, for example.

The viewer devices 260 may be operable to utilize the same
video fingerprinting technology (e.g., video ACR) utilized by
the video RTFS 240 and supported by the video fingerprint
vendor 250. The video fingerprint vendor 250 may be a ven-
dor, manufacturer, or other third-party service provider that
may comprise suitable logic, circuitry, code, and/or interfaces
operable to provide hosted services over the Internet (e.g.,
cloud computing, etc.) for the viewer devices 260. These
services may comprise video fingerprint matching as well as
the delivery of any interactive event IDs associated with a
match. In addition, the video fingerprint vendor 250 may
provide a network television station identifier and/or network
timing information (e.g., heartbeat message or NTP-based
network timestamp) that may be utilized by the viewer
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devices 260 for ACR-related applications and/or to maintain
synchronization with the network television feed. The viewer
devices 260 may comprise suitable logic, circuitry, code,
and/or interfaces that may be operable to take and send video
fingerprints to the video fingerprint vendor 250 for matching.

The viewer devices 262 may be operable to utilize the same
video fingerprinting technology utilized by the video RTFS
242 and supported by the video fingerprint vendor 252. The
video fingerprinting technology utilized by the viewer
devices 262 may be different from that utilized by the viewer
devices 260. The video fingerprint vendor 252 may be a
vendor, manufacturer, or other third-party service provider
that may comprise suitable logic, circuitry, code, and/or inter-
faces operable to provide hosted services over the internet for
the viewer devices 262. These services may comprise video
fingerprint matching as well as the delivery of any interactive
event IDs associated with a match. In addition, the video
fingerprint vendor 252 may provide a network television sta-
tion identifier and/or network timing information that may be
utilized by the viewer devices 262 for ACR-related applica-
tions and/or to maintain synchronization with the network
television feed. The viewer devices 262 may comprise suit-
able logic, circuitry, code, and/or interfaces that may be oper-
able to take and send video fingerprints to the video finger-
print vendor 252 for matching.

The viewer devices 260 and 262 may be operable with a
second device (e.g., smartphones, tablets) that may be paired
to the parent device. In this regard, the second device may
comprise suitable logic, circuitry, code, and/or interfaces that
may be operable to take and send video and/or audio finger-
prints to a corresponding video fingerprint vendor for match-
ing or enable suitable pairing with the parent device to pro-
vide analogous functionality.

The viewer devices 264 may utilize the same video finger-
printing technology utilized by the video RTFS 244 and sup-
ported by the video fingerprint vendor 254. The video finger-
print vendor 254 may be a vendor, manufacturer, or other
third-party service provider that may comprise suitable logic,
circuitry, code, and/or interfaces operable to provide hosted
services over the Internet for the viewer devices 264. These
services may comprise video fingerprint matching as well as
the delivery of any interactive event IDs associated with a
match. In addition, the video fingerprint vendor 254 may
provide a network television station identifier and/or network
timing information that may be utilized by the viewer devices
264 for ACR-related applications and/or to maintain synchro-
nization with the network television feed. The viewer devices
264 may comprise suitable logic, circuitry, code, and/or inter-
faces that may be operable to take and send video fingerprints
to the video fingerprint vendor 254 for matching.

The viewer devices 266 may utilize the same audio finger-
printing technology (e.g., audio ACR) utilized by the audio
RTFS 246 and supported by the audio fingerprint vendor 256.
The viewer devices 266 may be referred to as second-screen
devices, for example. The audio fingerprint vendor 256 may
be a vendor, manufacturer, or other third-party service pro-
vider that may comprise suitable logic, circuitry, code, and/or
interfaces operable to provide hosted services over the Inter-
net for the viewer devices 266. These services may comprise
audio fingerprint matching as well as the delivery of any
interactive event IDs associated with a match. In addition, the
audio fingerprint vendor 256 may provide a network televi-
sion station identifier and/or network timing information that
may be utilized by the viewer devices 260 for ACR-related
applications and/or to maintain synchronization with the net-
work television feed. The viewer devices 266 may comprise
suitable logic, circuitry, code, and/or interfaces that may be
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operable to take and send audio fingerprints to the audio
fingerprint vendor 256 for matching.

The RTFSs 240, . . ., 246 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to
perform fingerprinting of content received from the network
television feeds. Each video RTFS may utilize a different
video fingerprinting technology or computation from that
utilized by the other video RTFSs. Similarly, when more than
one audio RTFS is utilized, its audio fingerprint technology or
computation may be different from that utilized by the other
audio RTFSs. That is, since each vendor supports a different
technology for handling fingerprinting, dedicated RTFSs
may be needed for each vendor and for that vendor’s corre-
sponding viewer devices. The RTFSs 240, . . ., 246 may be
operable to send fingerprints, interactive event IDs, television
network station identifiers, and/or network timing informa-
tion to their corresponding fingerprint vendors through one or
more networks (e.g., wireline networks, wireless networks)
and/or by utilizing one or more communication protocols.

The RTEM 120 may comprise suitable logic, circuitry,
code, and/or interfaces that may be operable to perform real-
time event triggering. In this regard, the RTEM 120 may be
operable to manage real-time events based on inputs from
different sources. For example, the RTEM 120 may comprise
a pre-recorded event trigger module 232 to provide real-time
triggering from the monitor application module 115, a time-
scheduled event trigger module 234 to schedule the occur-
rence of a trigger based on a broadcast schedule, and a live
event trigger module 236, each of which is operable to handle
a different type of input.

The pre-recorded event trigger module 232 may be oper-
able to receive real-time event triggers from the timeline/
event creation module 226 described above with respect to
FIG. 2A. These interactive event IDs may be stored in the
interactive timeline archive 222 and may be utilized by the
pre-recorded event trigger module 232 to assign interactive
events via defined APIs to fingerprints generated as the net-
work television feeds are fingerprinted by the RTFSs
240, . . ., 246.

The time-scheduled event trigger module 234 may be oper-
able to receive a network or broadcast schedule and to assign,
based on the network schedule, interactive events to finger-
prints generated as the network television feed is finger-
printed by the RTFSs 240, . . ., 246. The network or broadcast
schedule can be in XML format or in some other structured
data format, for example.

The live event trigger module 236 may be operable to
received interactive event IDs assigned by an interactive
director to live programming. The interactive director may be
anoperator that is responsible for inserting events into the live
broadcast. For pre-produced content, for example, the inter-
active director may watch an episode and may determine
when an interactive element is to take place, when to push a
trivia question, when to push a fun fact, when to drive social
engagement, and/or when to share a clip or post a comment.
For live content, for example, the interactive director may
determine when to trigger a poll question and may manage the
prompting of interactive games and determine when to trigger
particular questions to engage viewers in a friendly competi-
tion. For advertisement, for example, the interactive director
may determine when to bring up an offer, when to prompt to
prepare for interaction or interaction event, and/or determine
how long to leave interactive content on screen based on
frequency rules and/or time of day. When advertisement is
pre-fingerprinted, for example, interactive advertisement
activities may occur automatically.
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The RTEM 120 may also be operable to trigger interactive
events in legacy television systems and/or in web-based sys-
tems. The infrastructure provided by the RTEM 120 may
support the triggering of interactive events against applica-
tions and set-top boxes (STBs) via enhanced television binary
interchange format (EBIF), hypertext transfer protocol
(HTTP)live streaming (HLS) via ID3 tags, and satellite deliv-
ery systems (e.g., DISH, DirectTV) via the appropriate
mechanism on the corresponding STB software platform. For
HLS an ID3 tag may be utilized for sending interactive event
1Ds, for example.

The RTEM 120 may be operable to assign interactive event
1Ds to particular fingerprints in a sequence of audio or video
fingerprints generated by the RTFSs 240, . . ., 246. The RTEM
120 may also be operable to provide television network sta-
tion identifiers and/or network timing information associated
with any sequence of fingerprints.

In the example shown in FIG. 2B, the RTFSs 240, . . ., 246
may correspond to the RTFSs 122, . . ., 124, the fingerprint
vendors 250, . . ., 256 may correspond to the fingerprint
match systems 130, and the viewer devices 260, . . ., 266 may
correspond to the ACR-based devices 140, which are illus-
trated in FIG. 1.

In operation, the RTEM 120 may generate and/or handle
one or more interactive event IDs that correspond to a par-
ticular set of fingerprints generated by the RTFSs 240, . . .,
246. The RTEM 120 may have determined the interactive
event IDs based on live event inputs, time-scheduled event
inputs, and/or pre-recorded event inputs. The RTEM 120 may
assign or associate the interactive event IDs to their appropri-
ate fingerprints based on the synchronization of its operation
to the operation of the RTFSs 240, . . ., 246 via broadcast NTP.
The RTEM 120 may also provide television network station
identifiers and/or network timing information to the RTFSs
240, ...,246. The RTFSs 240, . . ., 246 may communicate the
fingerprints, interactive event IDs, the television network sta-
tion identifiers, and/or the network timing information to their
corresponding fingerprint vendors.

The client or viewer devices may take and send fingerprints
to their corresponding fingerprint vendors, which in turn
determine whether there is a match with the fingerprints
received from the RTFSs. Upon detection or determination of
a match, the fingerprint vendors may return to the viewer
device various pieces of information, including but not lim-
ited to network timing information and any interactive event
1D that is triggered as a result of the match.

The portion 1005 in FIG. 2B may illustrate the implemen-
tation of an abstraction layer that enables the ACR system 100
to assign the same interactive event identifiers to different sets
of video and/or audio fingerprints that are generated from
different fingerprint technologies. That is, by appropriately
timing the assignment of interactive event identifiers to mul-
tiple sequences of fingerprints that are generated from the
same video content but with different fingerprinting technolo-
gies, the ACR system 100 may be able to support fingerprint-
ing technologies from multiple vendors. Such implementa-
tion may provide flexibility by enabling a vendor to update its
fingerprinting technology without affecting other fingerprint-
ing technologies. Moreover, the architecture of the ACR sys-
tem 100 may provide scalability by enabling new or addi-
tional fingerprint technologies from other vendors or from the
same vendors to be added and supported.

Referring to FIG. 2C, there is shown a portion 100¢ of the
ACR system 100 that may comprise the viewer devices
260, . ..,266 and the fingerprint vendors 250, . . ., 256 shown
in FIG. 2B. Also shown are application data servers 270, an
analytics module 272, a rules engine 274, a cloud-based con-
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tent delivery network (CDN) 275, and a content management
system (CMS) 276. In addition, FIG. 2C shows a user
response module 280 and third-party partners/advertisers
282.

The application data servers 270 may comprise suitable
logic, circuitry, code, and/or interfaces that may be operable
to receive from a viewer device information related to an
interactive event ID, a network television station, finger-
printed broadcast time, CID and additional data, and/or a
device type. The information may be provided by the viewer
device in response to a match between a fingerprint taken by
the device and a fingerprint taken by the corresponding RTFS.
Once a match occurs and the viewer device obtains the appro-
priate information from its corresponding fingerprint vendor,
the viewer device may communicate the information to the
application data servers 270, which in turn returns the appro-
priate content that corresponds to the interactive event ID and
related data in a callback. Content may be pushed to a second
screen or device paired with a connected TV that is logged in
to an appropriate application or Web page.

The application data servers 270 may be operable to send
information to the analytics module 272 as to what kind of
interactions (e.g., clicks, selections, options, viewing behav-
ior on a given broadcaster’s network) are taking place in a
viewer device. The application data servers 270 may be oper-
able to handle the flow of user response data with third-party
partners and/or advertisers 282. The user response data may
comprise, but need not be limited to, TV IDs, coupon IDs, and
event [Ds, for example. Communication of the user response
data between the application data servers 270 and the third-
party partners/advertisers 282 may be handled by the user
response module 280, for example. The application data serv-
ers 270 may be operable to call the CMS 276 for text, banners,
graphics, overlays, and/or video, for example.

The application data servers 270 may also be operable to
deliver event schedules to viewer devices, to deliver correct
content uniform resource locator (URL) based on the type of
viewer device, to integrate with a variety of back-end sys-
tems, to integrate with polling servers (not shown), to inte-
grate with gaming services such as leader boards, and/or to
integrate with customer databases such as those used in con-
nection with store user preferences and social circle mem-
bers, for example. With respect to integrating with back-end
systems, the application data servers 270 may, for example,
integrate with social networks for storage of tweets for later
playback and/or to filter comments and push back to applica-
tions.

The rules engine 274 may comprise suitable logic, cir-
cuitry, code, and/or interfaces that may be operable to deter-
mine which platforms (e.g., viewer devices) are to be served
and when are those platforms to be served by the application
data servers 270. The rules engine may be preconfigured
and/or dynamically configured.

The CMS 276 may comprise suitable logic, circuitry, code,
and/or interfaces that may be operable to store the content that
is delivered to the viewer devices. For example, content that
may be delivered may comprise text, banners, graphics, over-
lays, and video. Other examples of content may comprise
polls and fun facts, clips to share, games and trivia, and
advertising content. These examples are provided by way of
illustration and not of limitation. Accordingly, other
examples of contents that may be utilized for user interactive
events with the viewer devices may also be stored in the CMS
276.

The CMS 276 may comprise suitable logic, circuitry, code,
and/or interfaces that may be operable to enable communica-
tion between the application data servers 270 and the CDN
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275. The CMS 276 is operable to post assets to the CDN 275.
ACR-based devices are operable to download the assets
(graphics, banners, overlays, video, etc) from the CDN 275.

The analytics module 272 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to
receive user interaction information from the application data
servers 270 or directly from the viewing devices. The analyt-
ics module 272 may comprise one or more back-end data-
bases to store, mange, and/or process user information.

In operation, content may be provided by the application
data servers 270 to one of the viewer devices 260, . ..,266in
response to receiving an interactive event ID, a network tele-
vision station, device type, and other data from that viewer
device. Rules regarding which viewer device is to be served,
and when the device may be served, may be determined by the
rules engine 274. The content to be served by the application
data servers 270 to the viewer device may be stored in the
CMS 276.

The analytics module 272 may determine which viewers
are interacting with content and what those viewers are
watching based on information received from the application
data servers 270 or directly from the viewing devices. Viewer
responses that result from interactive events may be handled
by the user response module 280, which in turn communi-
cates with third-party partners/advertisers 282.

The third-party partners/advertisers 282 may comprise
and/or be connected to advertisement servers and/or one or
more fulfillment systems. The advertisement servers may be
utilized to deliver advertisement overlays to ACR-based
applications running on viewer devices. The advertisement
servers may also be operable to support the tracking of user
impressions and click-throughs and/or to perform other
advertising-related functions.

The fulfillment systems may utilize one or more technolo-
gies to fulfill viewer requests that occur in connection with
ACR-based applications and user interaction. Examples of
such technologies may comprise, but need not be limited to,
coupon delivery technologies, technologies for movie ticket
purchases and delivery, and/or short message service/multi-
media messaging service (SMS/MMS) gateways.

FIG. 3 is a high-level functional diagram of an exemplary
work flow for an automatic content recognition with an
abstraction layer, in accordance with an embodiment of the
invention. Referring to FIG. 3, there is shown a work flow 300
that illustrates the high-level functions of the ACR system 100
described above with respect to FIGS. 1-2C. In the work flow
300, at step 310, television network operations may generate
or produce air masters or other similar reference content for
various programs, promotions, and/or commercials. At step
320, the content may be ingested by a content acquisition
operation, which may be performed by, for example, the
content ingest module 212. At step 330, the content, which
may be processed into a proxy video at step 320, may be
reference fingerprinted and archived. The fingerprinting may
be performed by, for example, the offline fingerprint ingest
server 214, and the archiving may be performed by, for
example, the fingerprint database 220.

At step 332, the proxy video may be utilized by a series of
interactive event content timeline association tools to produce
and archive interactive timelines. The tools may be, for
example, the interactive timeline creation module 218 and/or
the content version comparison module 216. The archiving
may be performed by, for example, the interactive timeline
archive 222.

Atstep 334, back-end databases may be utilized to perform
the operations corresponding to steps 332 and 340. These
back-end databases may include content management sys-
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tems for content timelines and shows schedule/timeline infor-
mation for network monitoring.

At step 336, a broadcast feed may be generated, which may
comprise at least some of the content ingested during the
content acquisition operations in step 320. The broadcast feed
may be a network television feed, for example. At step 340,
the broadcast feed may be monitored by, for example, the
monitor application module 115. The output from the net-
work monitoring may be provided to step 342, where real-
time program event timeline creation (e.g., XML file cre-
ation) may be performed by, for example, the timeline/event
creation module 226. The output from the network monitor-
ing may also be provided to step 344, where event triggers
may be generated by, for example, the timeline/event creation
module 226.

At step 344, the set of RTFSs 240, . . ., 246, for example,
may receive the event triggers and may assign interactive
event IDs to fingerprints generated by multiple fingerprint
servers. The interactive event IDs and other information may
be communicated by the fingerprint servers to corresponding
fingerprint match systems such as the fingerprint vendors
250, .. ., 256, for example.

At step 350, social and other like networks may be inte-
grated with application data services such as those provided
by the application data servers 270. At step 352, the television
network media operations may provide push events, which in
turn may be provided to or integrated with the application
data servers 270 at step 354. Moreover, at step 356, rules
from, for example, the rules engine 274 may be provided to
the application data servers 270.

At step 360, the real-time program event timeline from step
342 and/or the output from step 344 may be received by the
application data servers 270 to perform application services
such as those described above with respect to FIG. 2C. The
application services at step 360 may be integrated with
response collection operations at step 370. At step 372, col-
lected responses and user information may be analyzed by,
for example, the analytics module 272. Moreover, the col-
lected responses may be processed by third-parties such as
the third-party partners/advertisers 282, for example. In this
regard, the functions and/or services provided by the third-
party partners/advertisers 282 may be integrated with the
application services in step 360.

FIGS. 4A-4C are each a flow diagram that illustrates exem-
plary steps in the operation of an automatic content recogni-
tion system with an abstraction layer, in accordance with
embodiments of the invention. Referring to FIG. 4A, there is
shown a portion of a flow chart 400 in which, at step 410, a
program or other type of content may be fingerprinted utiliz-
ing a pre-determined fingerprinting technology or computa-
tion. The fingerprinting may be performed by, for example,
the offline fingerprint ingest server 214.

At step 412, the program’s fingerprints may be loaded or
stored into a fingerprint database such as the fingerprint data-
base 220, for example. At step 414, an interactive timeline and
corresponding fingerprint content may be built. In this
instance, the interactive timeline creation module 218, the
interactive timeline archive 222, and/or the timeline/event
creation module 226 may be utilized to generate an XML file,
for example, which may comprise the interactive timeline
information. At step 416, the interactive timeline built in step
414 may be loaded or stored into application servers, such as
the application data servers 270, for example.

At step 418, on-screen graphics for different target viewer
devices (e.g., ACR-based devices 140, viewer devices 260, . .
.,266) may be built. For example, some of the viewer devices
may support Shock Wave Flash or Small Wave Format (SWF)
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files. This type of files may be utilized in multimedia and
vector graphics and may comprise animations or applets with
different levels of interactivity and function. In another
example, some of the viewer devices may support Hyper Text
Markup Language 5 (HTMLS), which is a language that
allows the structuring and presentation of content in the
World Wide Web. At step 420, on-screen graphics and content
for use with a fingerprinted asset may be pushed to a content
delivery network utilized by the network television station for
distribution.

Referring to FIG. 4B, there is shown another portion of the
flow chart 400 after step 420. At step 422, the viewer devices
may receive the content from the content delivery network
and may take fingerprints of the content. At step 424, the
viewer devices may send the fingerprints to a third-party
database for matching. The third-party database may be part
of the fingerprint match systems 130 shown in FIG. 1 or part
of the fingerprint vendors 250, . . ., 256 shown in FIGS. 2B
and 2C, for example.

At step 426, when a match occurs, the third-party database
may return to the viewer devices a combination of a content
identifier (CID) that may be representative of the program or
network being watch, an interactive event 1D that may be
representative of an interactive event that is being triggered, a
media time that may be representative of a time in the pro-
gram corresponding to the interactive event, and a network
time that may be representative of a benchmark or reference
network time such as a network time utilized by an NTP
server (e.g., NTP server 170) to synchronize network opera-
tions. The benchmark or reference network time may be
referred to as a network timestamp, for example. Moreover,
the event trigger information described above may be pro-
vided by one or more components used to enable the abstrac-
tion layer such as the monitor application module 115, for
example.

At step 428, the viewer device may utilize the information
received from the third-party database to call application
servers such as the application data servers 270. Depending
on the type of viewer device (e.g., different manufacturers,
models), the call made by the viewer device may comprise
different information. For example, for a first device type, the
call to the application servers may comprise CID and device
type information. In another example, for a second device
type, the call to the application servers may comprise the
interactive event ID and the device type.

Atstep 430, the viewer device may receive a reply from the
application servers. The reply may comprise a content URL
that is appropriate for the type of viewer device. For example,
for a first type of viewer device the application servers may
return the URL of the SWF, while for a second type of viewer
device the application servers may return the URL of an
HTMLS5 page. The application servers may also return event
timeline information to the various types of viewer devices.

Referring to FI1G. 4C, there is shown yet another portion of
the flow chart 400 after step 430. At step 432, the application
servers may call an advertisement server or ad server to target
and track advertisement overlays. At step 434, a viewer
device may call the content delivery network to receive the
content URL. The content delivery network may return the
URL for the content, which may be a SWF or HTML page
based on the type of viewer device.

At step 436, the requests made by a user of the viewer
device may result in additional step or operations. For
example, a user may request a coupon or other type of reward
in response to content displayed on the user’s viewer device
as a result of an interactive event. In this instance, the viewer
device may call the application servers as part of the request.
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At step 438, the application servers may send an acknowl-
edgement or ACK to the viewer device in response to the
request. At step 440, the application servers may callan MMS
gateway or some other type of fulfillment mechanism to
deliver the coupon or reward to the user. The delivery may be
made to the viewer device, to another device, to an electronic
account (e.g., email, etc.), or to another device/account that
the user identifies as a preferred place for receiving the cou-
pon or reward.

FIG. 5A is a block diagram that illustrates an exemplary
real-time event manager, in accordance with an embodiment
of the invention. Referring to FIG. 5A, there is shown a
real-time event manager (RTEM) 500 that may correspond to
the RTEM 120 described above. The RTEM 500 may com-
prise a processor module 510, a memory module 520, a net-
work module 530, and an input/output (I/O) interface module
540.

The processor module 510 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to
perform the operations, functions, processes, computations,
and the like described herein with respect to the RTEM 120.
In this regard, the processor module 510 may be operable to
enable an abstraction layer utilized for supporting fingerprint
technologies from different vendors.

The processor module 510 may be operable to handle
events such as live events, time-scheduled events, and pre-
recorded events. The processor module 510 may be operable
to assign interactive event IDs or similar information to video
and/or audio fingerprints generated by one or more RTFSs.
Moreover, the processor module 510 may be operable to
handle network timing information for synchronizing the
operation of the RTFSs.

The processor module 510 may comprise at least one pro-
cessing device 512. The processing device 512 may be a
central processing unit (CPU), a digital signal processor
(DSP), and/or other type of integrated circuit that may be
utilized to perform data processing operations.

The memory module 520 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to store
information utilized to enable the abstraction layer. The net-
work module 530 may comprise suitable logic, circuitry,
code, and/or interfaces that may be operable to allow the
RTEM 500 to communicate with one or more RTFSs and/or
with an offline infrastructure such as the offline fingerprint
module 110 described above with respect to FIG. 1. The
network module 530 may be operable to support one or more
communication protocols such as wireline protocols and/or
wireless protocols. The network module 530 may be operable
to receive information related to time-scheduled events and/
or pre-recorded events.

The I/O interface module 540 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to
interact with one of more sources of interactive events infor-
mation such as an interactive director, for example.

FIG. 5B is a block diagram that illustrates an exemplary
real-time fingerprint server or RTFS, in accordance with an
embodiment of the invention. Referring to FIG. 5B, there is
shown an RTFS 550 that may correspond to one of the RTFSs
122, ..., 124 or one of the RTFSs 240, . . ., 246 described
above. The RTFS 550 may comprise a processor module 560,
a memory module 570, and a network module 580.

The processor module 560 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to
perform the operations, functions, processes, computations,
and the like described herein with respect to the RTFSs
122, ...,124 and the RTFSs 240, . . ., 246. In this regard, the
processor module 560 may be operable to perform finger-
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printing operations for a vendor-specific technology that may
be provided for broadcasting to the network module 580, for
example. Because the processor module 560 or other similar
module in one of the RTFSs may perform vendor-specific
fingerprinting operations that are different from those in other
RTFSs, the use of an abstraction layer at a real-time event
trigger infrastructure can enable a simplified implementation
of'an ACR system capable that supports multiple RTFSs with
different vendor-specific technologies.

The processor module 560 may be operable to perform
ACR or fingerprinting computations on a network television
feed for audio and/or video fingerprinting. In this regard, the
processor module 560 may be operable to handle frame-by-
frame fingerprinting operations, for example. Moreover, the
processor module 560 may be operable to handle network
timing information for synchronizing the operation of the
RTFS 550 with that of a network time protocol server such as
the network time protocol server 500.

The processor module 560 may comprise at least one pro-
cessing device 562. The processing device 562 may be a CPU,
a DSP, and/or other type of integrated circuit or ASIC that
may be utilized to perform data processing operations.

The memory module 570 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to store
information utilized to enable the abstraction layer. The
memory module 570 may be operable to store information
generated in connection with fingerprinting computations.

The network module 580 may comprise suitable logic,
circuitry, code, and/or interfaces that may be operable to
allow the RTFS 550 to communicate with a corresponding
one of the fingerprint match systems 130 or with a corre-
sponding one of the fingerprint vendors 250, . . . , 256
described above. The network module 580 may also be oper-
able to support communication between the RTFS 550 and a
network time protocol server such as the network time pro-
tocol server 500. The network module 580 may support one or
more communication protocols such as wireline protocols
and/or wireless protocols.

FIG. 6 is a flow diagram that illustrates exemplary steps in
the generation and assignment of event identifiers for trigger-
ing interactive events in an automatic content recognition
system with an abstraction layer, in accordance with an
embodiment of the invention. Referring to FIG. 6, there is
shown a flow chart 600 in which, at step 610, a system such as
the ACR system 100, may generate or determine event iden-
tifiers for triggering interactive events. The event identifiers
may be handled by a real-time event trigger infrastructure
such as the RTEM 120, for example.

The system may comprise multiple fingerprint servers
communicatively coupled to the network time server. At step
620, each of the fingerprint servers may be operable to gen-
erate video fingerprints in real time from a network television
feed. Moreover, each of the fingerprint servers may utilize a
video fingerprint computation that may be different from a
video fingerprint computation utilized by any of the other
fingerprint servers. The fingerprint servers may correspond to
those RTFSs from the RTFSs 122, . . ., 124 that support video
fingerprinting or the RTFSs 240, . . ., 244.

At step 630, the RTFSs may assign one or more of the
interactive event identifiers to the video fingerprints gener-
ated by each of the fingerprint servers. The assignment may
be based on a time corresponding to each identified interac-
tive event.

At step 640, the fingerprint servers may communicate the
video fingerprints and the assigned interactive event identifi-
ers to a corresponding one of several fingerprint match sys-
tems. Each of the fingerprint match systems may be operable
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to communicate with a plurality of devices (e.g., viewer
devices 260, . . ., 264) that utilize the same video fingerprint
computation utilized by the fingerprint server that corre-
sponds to that fingerprint match system. Examples of the
fingerprint match systems may be those of the fingerprint
match systems 130 that are operable to support video finger-
prints or the fingerprint vendors 250, 252, and 254.

In another embodiment of the invention, the ACR system
100 may comprise, in addition to the fingerprint servers, an
audio server. The audio server may be operable to generate
audio fingerprints in real time from the network television
feed. The audio fingerprints may be generated utilizing an
audio fingerprint computation. The monitor application mod-
ule 115 and/or the RTEM 120, for example, may be operable
to trigger one or more interactive event identifiers and corre-
sponding data against the RTFS for real time association with
audio fingerprints from the specified broadcast network. The
assignment may be based on a time corresponding to each
identified interactive event. The RTEM 120 may be operable
to receive one or more inputs from a user (e.g., an interactive
director), and to generate based on those inputs, a real-time
timeline that comprises the interactive event identifiers
assigned to the video fingerprints generated by the fingerprint
servers. The RTEM 120 may be operable to communicate the
interactive event identifiers to atelevision system (e.g., legacy
system) and/or to a web system. The interactive event iden-
tifiers may be utilized in the television system and/or in the
web system to trigger interactive events. Moreover, the com-
munication of the interactive event identifiers may be based
on one or more of an EBIF, an HLS, a satellite network
protocol, or some other protocol.

The audio server may communicate the audio fingerprints
and the assigned one or more interactive event identifiers to an
additional fingerprint match system that is operable to com-
municate with a plurality of devices that utilize the same
audio fingerprint computation utilized by the audio server. An
example of the audio server may be the audio RTFS 246 or
one of the RTFSs 122, . . ., 124 that is operable to provide
audio fingerprinting. An example of the additional fingerprint
match system may be the audio fingerprint vendor 256 or one
of the fingerprint match systems 130 that is operable to sup-
port audio fingerprints.

In another aspect of the embodiment of the invention, the
monitor application module 115, for example, may generate
video fingerprints in real time from the network television
feed. The offline fingerprint module 110 may be operable to
compare the generated video fingerprints to video finger-
prints generated from pre-recorded content and to determine
the one or more interactive event identifiers based on the
comparison. The network television feed may comprise net-
work time reference information utilized to synchronize the
interactive event identifiers with the video fingerprints gen-
erated by the fingerprint servers.

The offline fingerprint module 110 may be operable to
generate a timeline from the pre-recorded content. The time-
line may comprise interactive event identifiers, each of which
corresponds to a particular time in the timeline. The offline
fingerprint module 110 may be operable to determine from
the interactive event identifiers in the timeline, and based on
the comparison described above, the interactive event identi-
fiers assigned to the video fingerprints generated by the fin-
gerprint servers.

The offline fingerprint module 110 may be operable to
determine a version of the pre-recorded content. The offline
fingerprint module 110 may be operable to generate the time-
line of the pre-recorded content based on the version of the
pre-recoded content, video fingerprints generated from a
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master (e.g., air master) of the pre-recorded content, and a
timeline generated from the master of the pre-recorded con-
tent.

In another aspect of the embodiment of the invention, the
fingerprint servers may be operable to generate message (e.g.,
heartbeat messages) comprising network time reference
information. The messages may be communicated to the fin-
gerprint match systems, which in turn may communicate the
information in the messages to their corresponding viewer
devices. The network time reference information may be
referred to as a network timestamp, for example.

In another embodiment of the invention, the RTEM 120
and/or the video RTFSs may be operable to receive one or
more interactive event identifiers from one or more sources
and assign to different sets of video fingerprints the one or
more interactive event identifiers. A different set of video
fingerprints may be generated from a network television feed
by each respective video RTFS, each of which supports a
different video fingerprint technology. The RTEM 120 and/or
the audio RTFS may also assign to the one or more interactive
event identifiers, a set of audio fingerprints generated by the
audio RTFS. The assignment of the interactive event identi-
fiers to the different sets of video and/or audio fingerprints
may be based on a time corresponding to each identified
interactive event. The network television feed may comprise
network time reference information (e.g., timestamps) uti-
lized to synchronize the one or more interactive event identi-
fiers to the different sets of video fingerprints. In this regard,
the synchronization can occur by having time association
based on using NTP server-to-fingerprint association.

In another aspect of the invention, the monitor application
module 115 may generate a set of video fingerprints in real
time from the network television feed. The monitor applica-
tion module 115, the fingerprint database 220, the timeline/
event creation module 226 and/or the interactive timeline
archive 222 may be utilized to compare the generated set of
video fingerprints to a set of video fingerprints generated
from pre-recorded content, and to determine at least a portion
of the interactive event identifiers based on the comparison.
Moreover, atimeline may be generated from the pre-recorded
content, where the timeline may comprise a plurality of inter-
active event identifiers, each of which corresponds to a par-
ticular time in the timeline. At least a portion of the interactive
event identifiers assigned to the different sets of video finger-
prints may be determined from the interactive event identifi-
ers in the timeline and based on the comparison.

In another aspect of the invention, the content version
comparison module 216 may be utilized to determine a ver-
sion of the pre-recorded content. The timeline of the pre-
recorded content may be generated based on one or more of
the version of the pre-recoded content, a set of video finger-
prints generated from a master of the pre-recorded content,
and a timeline generated from the master of the pre-recorded
content.

In another aspect of the invention, the live event trigger
module 236 in the RTEM 120 may be operable to receive one
or more inputs from a user and to generate, based on the one
or more inputs, a portion of the one or more interactive event
identifiers assigned to the different sets of video fingerprints
(by the respective RTFS’s). The time-scheduled event trigger
module 234 in the RTEM 120 may also be operable to receive
a network television schedule and to generate, based on the
network television schedule, at least a portion of the one or
more interactive event identifiers assigned to the different sets
of video fingerprints (by the respective RTFS’s).

The video RTFSs 240, 242, and 244, as well as to the audio
RTFS 246, can all be synchronized using an NTP server. The
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RTEM 120 may also be operable to communicate to one or
both of a television system (e.g., legacy system) and web
based systems the interactive event identifiers to trigger inter-
active events in those systems. The communication may be
performed via EBIF event triggers on legacy cable systems,
1D3 tags on web and connected devices supporting the HL.S
(Http Live Streaming) protocol, and satellite network iTV
protocols used by NDS and Echostar, for example.

Another embodiment of the invention may provide a non-
transitory machine and/or computer readable storage and/or
media, having stored thereon, a machine code and/or a com-
puter program having at least one code section executable by
a machine and/or a computer, thereby causing the machine
and/or computer to perform the steps as described herein for
an automatic content recognition abstraction layer.

Accordingly, the present invention may be realized in hard-
ware, software, or a combination of hardware and software.
The present invention may be realized in a centralized fashion
in at least one computer system; or in a distributed fashion
where different elements are spread across several intercon-
nected computer systems. Any kind of computer system or
other apparatus adapted for carrying out the methods
described herein is suited. A typical combination of hardware
and software may be a general-purpose computer system with
a computer program that, when being loaded and executed,
controls the computer system such that it carries out the
methods described herein.

The present invention may also be embedded in a computer
program product, which comprises all the features enabling
the implementation of the methods described herein, and
which when loaded in a computer system is able to carry out
these methods. Computer program in the present context
means any expression, in any language, code or notation, of a
set of instructions intended to cause a system having an infor-
mation processing capability to perform a particular function
either directly or after either or both of the following: a)
conversion to another language, code or notation; b) repro-
duction in a different material form.

While the present invention has been described with refer-
ence to certain embodiments, it will be understood by those
skilled in the art that various changes may be made and
equivalents may be substituted without departing from the
scope of the present invention. In addition, many modifica-
tions may be made to adapt a particular situation or material
to the teachings of the present invention without departing
from its scope. Therefore, it is intended that the present inven-
tion not be limited to the particular embodiment disclosed,
but that the present invention will include all embodiments
falling within the scope of the appended claims.

What is claimed is:
1. A method, comprising:
in a real-time event manager:
receiving one or more interactive event identifiers from
one or more sources, wherein the one or more inter-
active event identifiers are utilized to trigger one or
more interactive events; and
triggering timing of assignment of the one or more inter-
active event identifiers to different sets of video fin-
gerprints, wherein:

a different set of video fingerprints is generated from
same portions of a network television feed by a
respective one of a plurality of fingerprint servers;

each of the plurality of fingerprint servers utilize a
video fingerprint technology that is different from a
video fingerprint technology utilized by any of the
other fingerprint servers; and
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identical interactive event identifiers are assigned to
the different set of video fingerprints that are gen-
erated from the same portions of the network tele-
vision feed by the different fingerprint technolo-
gies.

2. The method according to claim 1, comprising assigning
to a set of audio fingerprints the one or more interactive event
identifiers, the set of audio fingerprints being generated from
the network television feed by an audio server utilizing an
audio fingerprint technology.

3. The method according to claim 2, wherein the audio
server is operable to communicate the audio fingerprints and
the assigned one or more interactive event identifiers to a
corresponding fingerprint match system, the fingerprint
match system being operable to communicate with a plurality
of devices that utilize the same audio fingerprint technology
utilized by the audio server.

4. The method according to claim 1, comprising synchro-
nizing the real-time event manager to the plurality of finger-
print servers using a network time protocol reference clock.

5. The method according to claim 1, comprising:

generating in a monitor application module communica-

tively coupled to the real-time event manager, a set of
video fingerprints in real time from the network televi-
sion feed;

comparing the generated set of video fingerprints to a set of

video fingerprints generated from pre-recorded content;
and

determining at least a portion of the interactive event iden-

tifiers based on the comparison.

6. The method according to claim 5, comprising:

generating a timeline from the pre-recorded content, the

timeline comprising a plurality of interactive event iden-
tifiers, each of which corresponds to a particular time in
the timeline; and

determining from the plurality of interactive event identi-

fiers in the timeline, and based on the comparison, at
least a portion of the one or more interactive event iden-
tifiers assigned to the different sets of video fingerprints.

7. The method according to claim 6, comprising:

determining a version of the pre-recorded content; and

generating the timeline of the pre-recorded content based
on one or more of the version of the pre-recoded content,
a set of video fingerprints generated from a master of the
pre-recorded content, and a timeline generated from the
master of the prerecorded content.

8. The method according to claim 1, comprising:

receiving one or more inputs from a user or live trigger; and

generating based on the one or more inputs, a fingerprint-
to-event association that comprises at least a portion of
the one or more interactive event identifiers assigned to
the different sets of video fingerprints.

9. The method according to claim 1, comprising:

receiving a network television schedule; and

generating based on the network television schedule, at

least a portion of the one or more interactive event iden-
tifiers assigned to the different sets of video fingerprints.

10. The method according to claim 1, comprising commu-
nicating network time reference information to the plurality
of fingerprint servers, each of the plurality of fingerprint
servers being operable to communicate messages comprising
the network time reference information to a corresponding
fingerprint match system.

11. The method according to claim 1, comprising commu-
nicating to one or both of a television system and a web
system the one or more interactive event identifiers, wherein:
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the one or more interactive event identifiers are utilized by
one or both of the television system and the web system
to trigger interactive events; and

the communication is accomplished via one or more of an

enhanced television binary interchange format (EBIF)
triggering format for legacy cable systems, ID3 tags in
web based devices supporting hypertext transfer proto-
col live streaming (HLS), and satellite network iTV
protocols.

12. The method according to claim 1, wherein the assign-
ment of the one or more interactive event identifiers to the
different sets of video fingerprints is based on a media time
corresponding to each identified interactive event.

13. The method according to claim 1, wherein each of the
plurality of fingerprint servers is operable to communicate its
corresponding set of video fingerprints and the assigned one
or more interactive event identifiers to a corresponding fin-
gerprint match system, the fingerprint match system being
operable to communicate with a plurality of devices that
utilize the same video fingerprint technology utilized by the
fingerprint server that corresponds to that fingerprint match
system.

14. A system, comprising:

a real-time event manager that is operable to:

receive one or more interactive event identifiers from
one or more sources, wherein the one or more inter-
active event identifiers are utilized to trigger one or
more interactive events; and

trigger timing of assignment of the one or more interac-
tive event identifiers to different sets of video finger-
prints; wherein:

a different set of video fingerprints is generated from
same portions of a network television feed by a
respective one of a plurality of fingerprint servers;

each of the plurality of fingerprint servers utilize a
video fingerprint technology that is different from a
video fingerprint technology utilized by any of the
other fingerprint servers; and

identical interactive event identifiers are assigned to
the different set of video fingerprints that are gen-
erated from the same portions of the network tele-
vision feed by the different fingerprint technolo-
gies.

15. The system according to claim 14, wherein the real-
time event manager is operable to assign to a set of audio
fingerprints the one or more interactive event identifiers, the
set of audio fingerprints being generated from the network
television feed by an audio server utilizing an audio finger-
print technology.

16. The system according to claim 15, wherein the audio
server is operable to communicate the audio fingerprints and
the assigned one or more interactive event identifiers to a
corresponding fingerprint match system, the fingerprint
match system being operable to communicate with a plurality
of devices that utilize the same audio fingerprint technology
utilized by the audio server.

17. The system according to claim 14, wherein the real-
time event manager is operable to be synchronized with the
plurality of fingerprint servers using a network time protocol
reference clock.

18. The system according to claim 14, comprising a moni-
tor application module that is communicatively coupled to the
real-time event manager, the monitor application module
being operable to:

generate a set of video fingerprints in real time from the

network television feed:
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compare the generated set of video fingerprints to a set of
video fingerprints generated from pre-recorded content;
and

determine at least a portion of the interactive event identi-

fiers based on the comparison.

19. The system according to claim 18, wherein the monitor
application module is operable to:

generate a timeline from the pre-recorded content, the

timeline comprising a plurality of interactive event iden-
tifiers, each of which corresponds to a particular time in
the timeline; and

determine from the plurality of interactive event identifiers

in the timeline, and based on the comparison, at least a
portion of the one or more interactive event identifiers
assigned to the different sets of video fingerprints.

20. The system according to claim 19, wherein the monitor
application module is operable to:

determine a version of the pre-recorded content; and

generate the timeline of the pre-recorded content based on

one or more of the version of the pre-recoded content, a
set of video fingerprints generated from a master of the
pre-recorded content, and a timeline generated from the
master of the prerecorded content.

21. The system according to claim 14, wherein the real-
time event manager is
operable to:

receive one or more inputs from a user or live trigger; and

generate based on the one or more inputs, event triggers

that comprises at least a portion of the one or more
interactive event identifiers assigned to the different sets
of video fingerprints via the corresponding RTFS’s.

22. The system according to claim 14, wherein the real-
time event manager is operable to:

receive a network television schedule; and

generate based on the network television schedule, at least

a portion of the one or more interactive event identifiers
assigned to the different sets of video fingerprints.

23. The system according to claim 14, wherein the real-
time event manager is operable to communicate network time
reference information to the plurality of fingerprint servers,
each of the plurality of fingerprint servers being operable to
communicate messages comprising the network time refer-
ence information to a corresponding fingerprint match sys-
tem.

24. The system according to claim 14, wherein the real-
time event manager is operable to communicate to one or both
of a television system and a web system the one or more
interactive event identifiers, wherein:

the one or more interactive event identifiers are utilized by

one or both of the television system and the web based
system to trigger interactive events; communication is
accomplished via one or more of an enhanced television
binary interchange format (EBIF) triggering mechanism
for legacy cable systems, ID3 tags in web based devices
supporting hypertext transfer protocol live streaming
(HLS), and satellite network iTV protocols.

25. The system according to claim 14, wherein the assign-
ment of the one or more interactive event identifiers to the
different sets of video fingerprints is based on a media time
corresponding to each identified interactive event.

26. The system according to claim 14, wherein each of the
plurality of fingerprint servers is operable to communicate its
corresponding set of video fingerprints and the assigned one
or more interactive event identifiers to a corresponding fin-
gerprint match system, the fingerprint match system being
operable to communicate with a plurality of devices that
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utilize the same video fingerprint technology utilized by the
fingerprint server that corresponds to that fingerprint match
system.

27. A non-transitory computer readable media having
stored thereon a computer program having at least one code
section for processing data, the at least one code section being
executable by a computer to cause the computer to perform
steps comprising:

in a real-time event manager:

receiving one or more interactive event identifiers from
one or more sources, wherein the one or more inter-
active event identifiers are utilized to trigger one or
more interactive events; and

triggering timing of assignment of the one or more inter-
active event identifiers to different sets of video fin-
gerprints, wherein:

a different sets of video fingerprints is generated from
same portions of a network television feed by a
respective one of a plurality of fingerprint servers;

each of the plurality of fingerprint servers being oper-
able to utilize a video fingerprint technology that is
different from a video fingerprint technology utilized
by any of the other fingerprint servers; and

identical interactive event identifiers are assigned to the
different set of video fingerprints that are generated
from the same portions of the network television feed
by the different fingerprint technologies.

28. The non-transitory computer readable media according
to claim 27, wherein the at least one code section comprises
code for assigning to a set of audio fingerprints the one or
more interactive event identifiers, the set of audio fingerprints
being generated from the network television feed by an audio
server utilizing an audio fingerprint technology.

29. The non-transitory computer readable media according
to claim 28, wherein the audio server is operable to commu-
nicate the audio fingerprints and the assigned one or more
interactive event identifiers to a corresponding fingerprint
match system, the fingerprint match system being operable to
communicate with a plurality of devices that utilize the same
audio fingerprint technology utilized by the audio server.

30. The non-transitory computer readable media according
to claim 27, wherein the at least one code comprises code for
synchronizing the real-time event manager to the plurality of
servers using a network time protocol reference clock.

31. The non-transitory computer readable media according
to claim 27, wherein the at least one code section comprises
code for:

generating in a monitor application module communica-

tively coupled to the real-time event manager, a set of

video fingerprints in real time from the network televi-
sion feed;

comparing the generated set of video fingerprints to a set of

video fingerprints generated from pre-recorded content;

and

determining at least a portion of the interactive event iden-

tifiers based on the comparison.

32. The non-transitory computer readable media according
to claim 31, wherein the at least one code section comprises
code for:

generating a timeline from the pre-recorded content, the

timeline comprising a plurality of interactive event iden-

tifiers, each of which corresponds to a particular time in
the timeline; and

determining from the plurality of interactive event identi-

fiers in the timeline, and based on the comparison, at

least a portion of the one or more interactive event iden-
tifiers assigned to the different sets of video fingerprints.
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33. The non-transitory computer readable media according
to claim 32, wherein the at least one code section comprises
code for:

determining a version of the pre-recorded content; and

generating the timeline of the pre-recorded content based

on one or more of the version of the pre-recoded content,
a set of video fingerprints generated from a master of the
pre-recorded content, and a timeline generated from the
master of the prerecorded content.

34. The non-transitory computer readable media according
to claim 27, wherein the at least one code section comprises
code for:

receiving one or more inputs from a user or live trigger; and

generating based on the one or more inputs, a fingerprint-

to-event association that comprises at least a portion of
the one or more interactive event identifiers assigned to
the different sets of video fingerprints.

35. The non-transitory computer readable media according
to claim 27, wherein the at least one code section comprises
code for:

receiving a network television schedule; and

generating based on the network television schedule, at

least a portion of the one or more interactive event iden-
tifiers assigned to the different sets of video fingerprints.

36. The non-transitory computer readable media according
to claim 27, wherein the at least one code section comprises
code for communicating network time reference information
to the plurality of fingerprint servers, each of the plurality of
fingerprint servers being operable to communicate messages
comprising the network time reference information to a cor-
responding fingerprint match system.

37. The non-transitory computer readable media according
to claim 27, wherein the at least one code section comprises
code for communicating to one or both of a television system
and aweb system the one or more interactive event identifiers,
wherein:

the one or more interactive event identifiers are utilized by

one or both of the television system and the web system
to trigger interactive events; and

the communication is accomplished via one or more of an

enhanced television binary interchange format (EBIF)
triggering mechanism for legacy cable systems, ID3 tags
in web based devices supporting hypertext transfer pro-
tocol live streaming (HLS), and satellite network iTV
protocols.

38. The non-transitory computer readable media according
to claim 27, wherein the assignment of the one or more
interactive event identifiers to the different sets of video fin-
gerprints is based on a time corresponding to each identified
interactive event.

39. The non-transitory computer readable media according
to claim 27, wherein each of the plurality of fingerprint serv-
ers is operable to communicate its corresponding set of video
fingerprints and the assigned one or more interactive event
identifiers to a corresponding fingerprint match system, the
fingerprint match system being operable to communicate
with a plurality of devices that utilize the same video finger-
print technology utilized by the fingerprint server that corre-
sponds to that fingerprint match system.

40. A method, comprising:

in a real-time event manager:

receiving one or more interactive event identifiers from
one or more sources;

triggering the assignment to different sets of video fin-
gerprints the one or more interactive event identifiers,
wherein:
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a different set of video fingerprints is generated from
a network television feed by a respective one of a
plurality of fingerprint servers; and
each of the plurality of fingerprint servers utilize a
video fingerprint technology that is different from a
video fingerprint technology utilized by any of the
other fingerprint servers;
generating in a monitor application module communi-
catively coupled to the real-time event manager, a set
of video fingerprints in real time from the network
television feed;
comparing the generated set of video fingerprints to a set
of video fingerprints generated from pre-recorded
content;
determining at least a portion of the interactive event
identifiers based on the comparison;
generating a timeline from the pre-recorded content, the
timeline comprising a plurality of interactive event
identifiers, each of which corresponds to a particular
time in the timeline; and
determining from the plurality of interactive event iden-
tifiers in the timeline, and based on the comparison, at
least a portion of the one or more interactive event
identifiers assigned to the different sets of video fin-
gerprints.
41. The method according to claim 40, comprising:
determining a version of the pre-recorded content; and
generating the timeline of the pre-recorded content based
on one or more of the version of the pre-recoded content,
a set of video fingerprints generated from a master of the
pre-recorded content, and a timeline generated from the
master of the pre-recorded content.
42. A method, comprising:
in a real-time event manager:
receiving one or more interactive event identifiers from
one or nmore sources;
triggering the assignment to different sets of video fin-
gerprints the one or more interactive event identifiers,
wherein:
a different set of video fingerprints is generated from
a network television feed by a respective one of a
plurality of fingerprint servers; and
each of the plurality of fingerprint servers utilize a
video fingerprint technology that is different from a
video fingerprint technology utilized by any of the
other fingerprint servers; and
communicating to one or both of a television system and
a web system the one or more interactive event iden-
tifiers, wherein:
the one or more interactive event identifiers are uti-
lized by one or both of the television system and the
web system to trigger interactive events; and
the communication is accomplished via one or more
of an enhanced television binary interchange for-
mat (EBIF) triggering format for legacy cable sys-
tems, ID3 tags in web based devices supporting
hypertext transfer protocol live streaming (HLS),
and satellite network iTV protocols.
43. A system, comprising:
a real-time event manager that is operable to:
receive one or more interactive event identifiers from
one or nmore sources;
trigger the assignment to different sets of video finger-
prints the one or more interactive event identifiers,
wherein:
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a different set of video fingerprints is generated from
a network television feed by a respective one of a
plurality of fingerprint servers; and

each of the plurality of fingerprint servers utilize a
video fingerprint technology that is different from a
video fingerprint technology utilized by any of the
other fingerprint servers;

a monitor application module that is communicatively
coupled to the real-time event manager, the monitor
application module being operable to:
generate in a monitor application module communi-

catively coupled to the real-time event manager, a
set of video fingerprints in real time from the net-
work television feed;

compare the generated set of video fingerprints to a
set of video fingerprints generated from pre-re-
corded content;

determine at least a portion of the interactive event
identifiers based on the comparison;

generate a timeline from the pre-recorded content, the
timeline comprising a plurality of interactive event
identifiers, each of which corresponds to a particu-
lar time in the timeline; and

determine from the plurality of interactive event iden-
tifiers in the timeline, and based on the comparison,
at least a portion of the one or more interactive
event identifiers assigned to the different sets of
video fingerprints.

44. The system according to claim 43, wherein the monitor
application is operable to:

determine a version of the pre-recorded content; and

generate the timeline of the pre-recorded content based on

one or more of the version of the pre-recoded content, a

set of video fingerprints generated from a master of the

pre-recorded content, and a timeline generated from the
master of the pre-recorded content.

45. A system, comprising:

a real-time event manager that is operable to:

receive one or more interactive event identifiers from
one or more sources;

trigger the assignment to different sets of video finger-
prints the one or more interactive event identifiers,
wherein:

a different set of video fingerprints is generated from
a network television feed by a respective one of a
plurality of fingerprint servers; and

each of the plurality of fingerprint servers utilize a
video fingerprint technology that is different from a
video fingerprint technology utilized by any of the
other fingerprint servers; and

communicate to one or both of a television system and a
web system the one or more interactive event identi-
fiers, wherein:
the one or more interactive event identifiers are uti-

lized by one or both of the television system and the
web system to trigger interactive events; and

the communication is accomplished via one or more
of an enhanced television binary interchange for-
mat (EBIF) triggering format for legacy cable sys-
tems, ID3 tags in web based devices supporting
hypertext transfer protocol live streaming (HLS),
and satellite network 1TV protocols.

46. A non-transitory computer readable media having
stored thereon a computer program having at least one code
section for processing data, the at least one code section being
executable by a computer to cause the computer to perform
steps comprising:
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in a real-time event manager:

receiving one or more interactive event identifiers from
one or more sources; and

triggering the assignment to different sets of video fin-
gerprints the one or more interactive event identifiers,
wherein:

a different sets of video fingerprints is generated from
a network television feed by a respective one of a
plurality of fingerprint servers; and

each of the plurality of fingerprint servers being oper-
able to utilize a video fingerprint technology that is
different from a video fingerprint technology uti-
lized by any of the other fingerprint servers;

generating in a monitor application module communi-
catively coupled to the real-time event manager, a set
of video fingerprints in real time from the network
television feed;

comparing the generated set of video fingerprints to a set
of video fingerprints generated from pre-recorded
content;

determining at least a portion of the interactive event
identifiers based on the comparison;

generating a timeline from the pre-recorded content, the
timeline comprising a plurality of interactive event
identifiers, each of which corresponds to a particular
time in the timeline; and

determining from the plurality of interactive event iden-
tifiers in the timeline, and based on the comparison, at
least a portion of the one or more interactive event
identifiers assigned to the different sets of video fin-
gerprints.

47. The non-transitory computer readable media according
to claim 46, wherein the at least one code section comprises
code for:

determining a version of the pre-recorded content; and

generating the timeline of the pre-recorded content based

on one or more of the version of the pre-recoded content,

a set of video fingerprints generated from a master of the

pre-recorded content, and a timeline generated from the

master of the pre-recorded content.

48. A non-transitory computer readable media having
stored thereon a computer program having at least one code
section for processing data, the at least one code section being
executable by a computer to cause the computer to perform
steps comprising:

in a real-time event manager:

receiving one or more interactive event identifiers from one

or more sources; and

triggering the assignment to different sets of video finger-

prints the one or more interactive event identifiers,

wherein:

a different sets of video fingerprints is generated from a
network television feed by a respective one of a plu-
rality of fingerprint servers; and

each of the plurality of fingerprint servers being oper-
able to utilize a video fingerprint technology that is
different from a video fingerprint technology utilized
by any of the other fingerprint servers; and

communicating to one or both of a television system and a

web system the one or more interactive event identifiers,

wherein:

the one or more interactive event identifiers are utilized
by one or both of the television system and the web
system to trigger interactive events; and

the communication is accomplished via one or more of
an enhanced television binary interchange format
(EBIF) triggering mechanism for legacy cable sys-
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tems, 1D3 tags in web based devices supporting
hypertext transfer protocol live streaming (HLS), and
satellite network iTV protocols.
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